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Abstract
Image captioning is a pretty modern area of the convergence of computer vision and natu-
ral language processing and is widely used in a range of applications such as multi-modal 
search, robotics, security, remote sensing, medical, and visual aid. The image caption-
ing techniques have witnessed a paradigm shift from classical machine-learning-based 
approaches to the most contemporary deep learning-based techniques. We present an in-
depth investigation of image captioning methodologies in this survey using our proposed 
taxonomy. Furthermore, the study investigates several eras of image captioning advance-
ments, including template-based, retrieval-based, and encoder-decoder-based models. 
We also explore captioning in languages other than English. A thorough investigation of 
benchmark image captioning datasets and assessment measures is also discussed. The 
effectiveness of real-time image captioning is a severe barrier that prevents its use in sensi-
tive applications such as visual aid, security, and medicine. Another observation from our 
research is the scarcity of personalized domain datasets that limits its adoption into more 
advanced issues. Despite influential contributions from several academics, further efforts 
are required to construct substantially robust and reliable image captioning models.

Keywords  Attention-based image captioning · Encoder-decoder architecture · Image 
captioning · Multimodal embedding

1  Introduction

One of the fundamental abilities of humans is the potential to detect and comprehend a 
succinct description of the prominent components of an image using natural language. 
With such powerful abilities, it is incredibly simple to predict, and correlate a description 
with every image we encounter. However, making machines imitate such human expertise 
with reliable precision level is the most challenging research problem. A sentence that con-
cisely describes the contents of an image is called the image caption as shown in Fig. 1. 
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The Image Captioning (IC) framework is thus an artificially intelligent model that gener-
ates captions for any given query image. The generated captions are short enough to fit 
into a single sentence and long enough to describe all the salient contents of the image. IC 
is considered as an extension to conventional image classification and image annotation 
systems that associate a single or multiple labels with the given image. IC models are usu-
ally more detailed than these conventional systems in terms of describing the image. An 
IC model not only classifies images based on their visual contents but also describes their 
semantic details, as well as the attributes and spatial relationships that exist between vis-
ual elements. The type of captions generated by these IC models can also vary depending 
on the domains for which they are trained. A road navigation captioning system (Li et al. 
2021) for instance explains the road structures, traffic conditions, and signal status. Simi-
larly, a content retrieval system (Verma and Jawahar 2014; Wang et al. 2020) retrieves the 
multi-modal web contents as requested by the users in the search query. The widespread 
implications of deep learning in critical domains such as medical image analysis (Bhosale 
et al. 2022), news captioning (Yumeng et al. 2021), and portable health monitoring systems 
(Bhosale and Patnaik 2022) raise the demand for IC frameworks further, as IC frameworks 
can sort and characterize images based on multimodal queries. In the present era, when an 
exponential amount of medical imaging is being produced every day (Bhosale and Patnaik 
2022), IC can be especially helpful in saving a lot of human effort and time by interpreting, 
sorting, categorizing, and classifying crucial images automatically.

The visual detector and the description generation model are two architectural sub-com-
ponents of an IC model. A visual detection sub-component recognizes and identifies the 
visual contents of the query image and generates an encoded representation for the inferred 
visual details known as context vectors. The description generation sub-component follows 
the visual detector and decodes the context vectors by describing the visual details con-
tained in them using natural language. The visual detector often consists of object detec-
tion models such as a Convolutional Neural Network (CNN) or global and local feature 
extractors such as Scale-Invariant Feature Transform (SIFT), Global Image Descriptor 
(GIST), and Histogram of Oriented Gradients (HOG). The description generation model 
decomposes the input context into the captions using sequential models such as Recur-
rent Neural Network (RNN) and Long Short Term Memory (LSTM). Both the sub-com-
ponents perform significant service in IC and hence the accuracy of an IC model depends 
directly on the performance of both the individual models. Earlier, machine learning-based 
approaches were used for object detection and caption generation. Later, deep learning-
based models such as CNN, RNN, and LSTMs replaced the classical techniques. IC thus 
combines two state-of-the-art fields of Artificial Intelligence (AI) namely Computer Vision 
(CV) and Natural Language Processing (NLP). The domain of IC hence lies in the applica-
tion areas of both CV and NLP.

Fig. 1   An image with a possible set of captions from the Flickr 8K (Hodosh et al. 2013) dataset
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IC is used for a wide range of applications, including vision aid systems, multi-modal 
content retrieval systems, robotic vision, remote sensing, and medical imaging. IC has 
expanded fast in the previous ten years, with deep learning techniques supporting its pro-
gress. There has been a significant deal of research on this issue, and as a consequence, 
many research articles with a wide range of experimental combinations in terms of CV and 
NLP methodologies have been published. There have also been attempts to produce non-
English captions, as well as captions tailored to certain domains such as remote sensing, 
medical, social media, and journalism. With the significant rise of IC research, it is criti-
cally necessary to comprehensively survey IC literature.

Despite the widespread interest in the topic, only a few survey studies (Bernardi et al. 
2016; Kumar and Goel 2018; Liu et al. 2019; Bai and An 2018; Hossain et al. 2018; Li 
et al. 2019; Alam et al. 2020; Amirian et al. 2020; Zohourianshahzadi and Kalita 2021) 
have been published. Although prior studies provided a thorough and comparative assess-
ment of IC approaches, these surveys could only cover a subset of IC techniques because 
most state-of-the-art models were released after these surveys. As indicated in Table  1, 
no current research has analyzed the innovative application areas of IC such as non-
English IC, remote sensing IC, and medical IC jointly. As a result, we propose to fill the 

Table 1   Comparison of existing surveys with our survey

Authors Models surveyed

Machine learning-based Deep-learning-based

Generation 
approaches

Retrieval 
approaches

Encoder-
decoder

Attention-
based 
approaches

Non-
English 
captioning

Remote 
sensing 
captioning

Medical 
caption-
ing

Bernardi 
et al. 
(2016)

✓ ✓ ✓ ✓ ✗ ✗ ✗

Kumar 
and Goel 
(2018)

✓ ✓ ✓ ✓ ✗ ✗ ✗

Liu et al. 
(2019)

✓ ✗ ✓ ✓ ✗ ✗ ✗

Bai and An 
(2018)

✓ ✓ ✓ ✓ ✗ ✗ ✗

Hossain et al. 
(2018)

✗ ✗ ✓ ✓ ✗ ✗ ✗

Li et al. 
(2019)

✗ ✗ ✓ ✓ ✗ ✗ ✗

Alam et al. 
(2020)

✗ ✗ ✓ ✓ ✗ ✗ ✗

Amirian 
et al. 
(2020)

✗ ✗ ✓ ✓ ✗ ✗ ✗

Zohourian-
shahzadi 
and Kalita 
(2021)

✗ ✗ ✗ ✓ ✗ ✗ ✗

Our survey ✓ ✓ ✓ ✓ ✓ ✓ ✓
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aforementioned research gaps by undertaking a comprehensive review of IC, encompass-
ing all generations and methodologies in a single study. The abbreviations used throughout 
this survey study are listed below in Table 2.

To begin with, the scope, coverage, and limitations of this survey are discussed in 
Sect. 2. In Sect. 3, we present two alternative IC taxonomies categorizing all IC models 
based on their architecture and applications. We go over the classical machine learning-
based and deep learning-based approaches of IC in Sects. 4 and 5 respectively. In Sect. 6, 
we discuss IC models based on their applicability. Sections 7 and 8 provide an overview 
of benchmark datasets and evaluation metrics of IC. Finally, in Sects. 9 and 10, the open 
research challenges and conclusions are discussed.

2 � Scope and coverage

Our study comprises scholarly articles published by ACM, ACL, Elsevier, IEEE, MDPI, 
Springer, and others in well-known transactions, journals, and conference proceedings. 
Table 10 of the appendix contains extensive information about the kinds of articles and 
their publishers cited in this survey. Additionally, Tables 11 and 12 in the appendix indi-
cate the frequency distribution of different publishers and article types mentioned in this 
research. We investigate the origins of IC and its numerous implications in a wide variety 
of potential areas. Figure 2a shows the frequency distribution of model architectures stud-
ied in the current and past surveys, and Fig. 2b shows the distribution of article publishers 
cited in our survey. Handcrafted feature engineering based on machine learning techniques 
was used in early IC research. The adoption of deep learning-based models such as CNN, 
RNN, and LSTMs transformed the paradigm in 2013.

The scope of this review has however been limited in certain directions due to the rapid 
expansion of the IC literature driven by ongoing research on deep learning. This survey’s 
major objective is to investigate and cover all core architectural generations of IC frame-
works. Since ensembled and compositional architectures of IC frameworks comprise 
merely a mixture of these core architectures, we confine our research to them. In addition, 
instead of delving comprehensively into the different image captioning types like dense 
captioning, stylized captioning, and scene captioning, our research concentrates more on 
the operational and functional principles of IC frameworks. Consequently, future survey 
studies may be directed on these limitations to expand the IC literature beyond this study’s 
scope.

3 � Taxonomy of image captioning

There has been a considerable amount of effort done towards classifying different IC mod-
els. Many differentiating features, such as model architectures, the kind of visual detec-
tion and caption generating sub-component, the type of captions being produced, and the 
learning employed to train IC models guide these classifications. Bernardi et  al. (2016) 
proposed one of the first IC taxonomies, categorizing IC models into two types namely 
generation models and retrieval-based models. Kumar and Goel (2018) classified IC mod-
els based on the methodologies (machine learning and deep learning) used in their crea-
tion. The existing IC models in their survey are classified into two types namely template-
based and neural network-based. Liu et al. (2019) categorized current literature into three 
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categories: template-based, retrieval-based, and end-to-end based. Bai and An (2018) 
grouped IC models into early works (template-based and retrieval-based models) and neu-
ral network-based models. Hossain et al. (2018) characterize one of the concise and exten-
sive taxonomies of deep learning-based IC models, organizing them into six different types 
based on their architecture, the visual sub-component, the language sub-component, the 
type of captions generated, and the learning used to train the models. IC is such a vast sci-
entific domain and hence there are a variety of ways of categorizing the existing literature. 
The two most significant classifications are based on model architectures and application 
areas. In this survey, we suggest an alternate IC taxonomy based on architecture (shown in 
Fig. 3) and a novel application-specific IC taxonomy (shown in Fig. 4).

At the most basic level, IC models may be divided into two types based on whether 
they employ handcrafted machine learning techniques such as HOG, SIFT, GIST, and 
Support Vector Machine (SVM) or deep learning-based approaches such as CNN and 
LSTM. Traditional machine-learning-based IC techniques are further classified into 
two types namely generation-based approaches and retrieval-based approaches. The 
generation methodologies further consist of statistical language models and template-
based techniques. The former uses statistical language models such as n-grams for 
generating captions while the latter uses predefined templates for producing captions. 
The retrieval-based models are further categorized into two categories: visual space 
and multi-modal space. The visual space models rank existing images based on visual 
similarity only whereas the multi-modal approaches perform similarity comparison 
over both the visual and text modalities. The deep learning-based IC models consist 
of encoder-decoder models and attention-based models. Similar to retrieval models, 
encoder-decoder models are also classified as visual space encoder-decoder models 
and multi-modal encoder-decoder models based on whether they manipulate visual or 
multi-modal features. Attention-based Image Captioning (AIC) is a state-of-the-art IC 
approach in which the model learns to focus solely on the salient elements while cre-
ating captions. The three basic varieties of AIC are region-based attention, semantic 
attention, and hybrid attention.

With the advent of multilingual datasets, the linguistic arena of IC is also expand-
ing. Captions are being produced not only in English but also in Chinese Li et  al. 
(2016, 2019), Lan et al. (2017), Hindi Rathi (2020), Dhir et al. (2019); Mishra et al. 
(2021), Japanese Miyazaki and Shimizu (2016), Yoshikawa et al. (2017), and Punjabi 
Kaur et  al. (2021), among others. The introduction of non-English languages in IC 
datasets is further expanding the application domain of IC. As depicted in Fig. 4, both 
English and non-English-based implementations of IC frameworks may be used to per-
form Generic-purpose Image Captioning (GIC), Medical Image Captioning (MIC), and 
Remote Sensing Image Captioning (RSIC). The GIC frameworks provide instructive 
descriptions for the naturally captured images. Medically relevant captions are pro-
duced by MIC frameworks. The captions generated by MIC frameworks aid experts 
and doctors in accurately and reliably assessing critical medical conditions. RSIC is 
the brand new application area for IC frameworks that generate captions for images 
collected by Unmanned Aerial Vehicles (UAVs). Since GIC datasets are accessible to 
the public, they have been translated into other languages. As a result, GIC frame-
works are currently being developed in both English and non-English languages. How-
ever, medical and remote sensing datasets are either inaccessible to the public or have 
not yet been translated. Accordingly, the present implementations of MIC and RSIC 
only produce English captions. Nonetheless, attempts are underway to convert medi-
cal and remote sensing image captioning databases into languages other than English. 
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Therefore, the non-English captioning frameworks will soon be utilized not just in 
these two application domains but also in a vast array of other application domains.

4 � Machine learning‑based approaches

Machine learning-based algorithms were used for both visual feature extraction and cap-
tion creation when IC initially emerged in 2010. Among the visual extraction strategies 
were the object detectors (Felzenszwalb et al. 2009), and global and local feature extractors 
like GIST, SIFT, HOG among others. All these visual extractors were utilized to extract 
the visual context of the image. Linguistic models such as statistical n-grams or a collec-
tion of templates were used for producing captions. Traditional models were component-
oriented, with little information flow between sub-components. As a result, training such 
models was hard, and the captions generated were less reliable. The IC models that apply 
machine learning approaches are classified into two types namely direct generation models 
and retrieval models, based on whether they explicitly generate descriptions or reuse the 
existing captions. In Sects. 4.1 and 4.2, direct generation techniques and retrieval-based 
approaches are addressed.

Fig. 2   Scope and coverage of articles: a based on architectures b based on publishers

Fig. 3   A comprehensive taxonomy of image captioning based on their architecture
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4.1 � Direct generation models

The earliest direct generation-based image captioning model named “BabyTalk” is pro-
posed by Kulkarni et al. (2013). The model generates image descriptions by performing a 
series of steps namely content planning and surface realization. Content planning refers to 
the visual detection component and consists of Felzenszwalb et al. (2009) object detector, 
a linear SVM trained on low-level image features as a stuff detector, and a prepositional 
function to build spatial relationships around the detected objects. The surface realization 
is a language processing task that constructs a Conditional Random Field (CRF) using the 
former visual information. The language information inferred from CRF is processed by a 
language model such as n-grams or fitted into templates to generate the captions. Li et al. 
(2011) proposed a similar image captioning model utilizing a novel surface realization 
technique. It consists of a Radial Basis Function (RBF) kernel SVM to act as an attrib-
ute detector in addition to the existing detectors. The visual information is represented by 
the meaning tuple of ((adj1, obj1), preposition, (adj2, obj2)). The model uses web-scale 
n-grams data trained over a training corpus of Wikipedia pages for content realization. The 
candidate phrases that best describe the image content are used to construct novel image 
descriptions.

Yang et  al. (2011) implemented a language aid-based visual component built on the 
hypothesis that the output probability distributions of detectors are noisy and need addi-
tional linguistic inputs to make classification clear. It uses a GIST-based scene descrip-
tor trained on SVM to detect scenes. The visual context of the image is represented using 
a quadruple of the form (noun, verb, scene, preposition) as shown in Fig. 5. A language 
model trained over the English Gigaword corpus is used to predict the possible verbs and 
the spatial relations between the objects. The model generates a sentence description by 
framing a dynamic programming problem, which is solved using a Hidden Markov Model 
(HMM). Mitchell et al. (2012) also introduced a similar language assistance-based model 
named “Midge” that leverages the syntactic word co-occurrence statistics to filter out the 
noisy output from the visual detectors. The model consists of three phases namely con-
tent determination, micro-planning, and surface realization. In micro-planning, the initial 
probability’s outputs from the visual detectors are utilized to filter out the practical visual 
contents. Syntactic trees are built around the detected visual contents using their attrib-
utes, actions, and relations. The surface realization step at the end chooses a single tree 

Fig. 4   An application-specific taxonomy of image captioning
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from the set of all possible generated trees to generate captions. Elliott and Keller (2013) 
proposed that the information about spatial relationships of image regions can help lan-
guage models generate more human-like descriptions. They developed an image captioning 
model that uses a Visual Dependency Representation (VDR) to capture the spatial infor-
mation between objects present in different image regions. The input query image is anno-
tated using the LabelMe annotation tool (Russell et al. 2008). The visual information along 
with the VDR is processed by a template-based language generation model to produce the 
required image captions. Elliott and de  Vries (2015) extended this work by introducing 
an approach to training the VDR parsing model without human supervision. The model 
detects the visual context of the image using a Regional Convolutional Neural Network 
(RCNN). The objects detected using RCNN are input to a VDR parsing model that predicts 
the spatial relations between different objects. A template-based language model leverages 
VDR and visual context information to generate a possible set of descriptions for the query 
image. The language model assigns a score to the generated description based on the train-
ing corpus evidence. The top-scored description is used as a caption for the query image.

Kuznetsova et al. (2014) use visually similar phrases retrieved from the dataset to imple-
ment a tree composition-based generation model. The model consists of a generaliza-
tion step to remove any unproductive information. Noun phrases are extracted based on 
color, texture, and shape-based visual similarity. Verb phrases are extracted with the help 
of noun phrases and the prepositional and scene-based phrases are extracted using visual 
and spatial similarity. Generation of image description using retrieved phrases is framed 
as a constraint optimization problem solved using dynamic programming. Yatskar et  al. 
(2014) retrofit the existing (Mitchell et al. 2012) model into a feature norm-based genera-
tion model. The dense annotation of image entities is called the feature norm. The latent 
variables that align phrases to objects and features are used to densely annotate the query 
image. The caption generation first distributes the existing annotated content followed by a 
re-ranking based on the generative model score and length of generated captions. The top-
ranked sentences are used as the caption for the query image. Fang et al. (2015) proposed a 
deep learning-based direct generative model that uses Multiple Instances Learning (MIL) 
to train word detectors for eliminating any bias when detecting objects. The word distribu-
tions extracted from the visual features are input to a language model based on maximum 
entropy to generate image captions. The generated captions are further re-ranked using 
deep learning-based multimodal similarity.

Lin et al. (2015) proposed a dense captioning framework for indoor images. The model 
is built using a three-component architecture namely visual parser, generative grammar, 
and a text generation algorithm. The visual parser generates a scene graph for all the rec-
ognized visual content and attributes. The visual details contained in the scene graph are 
translated into a semantic tree. The generative grammar interprets these semantic trees as 
descriptive sentences. Table 3 compares direct generation-based IC techniques involving a 
range of characteristics.

4.2 � Retrieval‑based models

Retrieval-based IC, also known as ranking-based IC, is predicated on the assumption 
that images with equivalent visual contents have similar descriptions. The retrieval algo-
rithms compare the incoming query image to the existing training images and rank them 
based on the degree of similarity. The visual or multi-modal features are used to compare 
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similarities. To implement the retrieval process, retrieval-based models employ an interme-
diate meaning space.

Farhadi et al. (2010) initialize an intermediary meaning space into which images and 
phrases are projected. Felzenszwalb et al. (2009) object detector and a GIST-based scene 
classifier extract feature from the query image. The image and sentence representations are 
projected into the multi-modal meaning space for similarity comparisons. The semanti-
cally related phrases are ranked higher and used as a query image caption. Ordonez et al. 
(2011) established a more robust model trained on a massive set of web-scale images. The 
model compares global and local similarity, and the sentences that rank higher are used 
as captions for the query image. Gupta et al. (2012) emphasized that the (object, action, 
scene) formulation cannot describe all image details adequately. To solve this constraint, 
they suggested a hybrid IC model that combines retrieval and generation approaches. The 
model creates a triplet of form (((attribute; object); verb); (verb; prep; (attribute; object)); 
object; prep; object)). Using a generation-based language model, this triplet can yield sev-
eral descriptions. Kuznetsova et al. (2012) suggested a hybrid system based on Integer Lin-
ear Programming (ILP). The algorithm extracts four types of phrases (noun, verb, stuff, 
and scene phrases) from several candidate descriptions. The generation of descriptions 
from these words is framed as a constraint optimization problem, which is solved with ILP.

Hodosh et  al. (2013) employ Kernel Canonical Correlation Analysis (KCAA) to link 
text and images in a shared induced space (Z) as shown in Fig.  6. The Canonical Cor-
relation Analysis (CAA) compares a set of variables that are related. Images (I) and sen-
tences (S) are the two sets in the case of IC. Both modalities are projected into Z where the 
semantically similar images and sentences are maximally correlated. Gong et  al. (2014) 
used transfer learning to create a multimodal approach. CNN replaces the earlier feature 
extractors and a novel technique, Stack-Auxiliary Embedding (SAE), examines image and 
text features in a multimodal context. Karpathy et al. (2014) follow a similar multimodal 
deep learning approach. The model extracts sentence fragments and learns their multi-
modal associations. The model utilizes a global ranking objective function that analyses 
the similarity score of individual fragments of both modalities to compute the similarity 
between images and phrases.

Patterson et  al. (2014) sort existing images based on global features derived with 
GIST, HOG, and spatial pyramids. Following that, the image features are split into 

Fig. 5   The architecture of a direct generation model (Yang et al. 2011)
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super-pixels and compared to existing visual classes. To compare words with images 
in multimodal space, a binary-Inverse Document Frequency (b-IDF) word representa-
tion of sentences is constructed. Mason and Charniak (2014) devised a non-parametric 
density-based estimating approach to minimize the noise in visual detector estimations. 
Using Euclidean distance, the model examines the similarity of multi-modalities. Verma 
and Jawahar (2014) designed a multimodal that generates the sentence’s probability dis-
tribution vector and calculates the correlation between the multi-modalities using CCA 
and structured SVM.

Socher et  al. (2014) developed a Dependency Tree-Recurrent Neural Network (DT-
RNN) for capturing compositional semantic meanings. The model employs a CNN to 
extract visual attributes and maps each word to a d-dimensional vector. A deep learning-
based max-margin objective function is used to learn the correlations between text and 
images. Chen and Zitnick (2015) developed a deep bidirectional multimodal system that 
performs both image retrieval and IC. The model uses CNN to extract visual information 
and RNN to perform multimodal computations for producing caption. Jeff et  al. (2017) 
introduced Long-term Recurrent Convolutional Networks (LCRNs) that manage both spa-
tial and temporal dependencies. For activity identification and caption creation, the model 
employs an end-to-end combination of CNN and LSTM. Devlin et al. (2015) used a pipe-
lined as well as an end-to-end multimodal approach. In the pipelined model, the Maxi-
mum Entropy Language Model (MELM) leverages words recognized by CNN to construct 
descriptive phrases. The activation value of the penultimate layer is fed as input to the Mul-
timodal Recurrent Neural Network (MRNN) to initialize its state. The model predicts cap-
tions word by word based on the hidden states.

Jia et  al. (2015) developed gLSTM, a novel extension of LSTM, to generate cap-
tions that are closely connected to the query image. The gLSTM uses global semantic 
information to seed the hidden states for synthesizing the words that describe the input 
image. Karpathy and Fei-Fei (2014) developed a deep learning model based on dense 
captioning that produces descriptions for each component of the image separately. The 
RCNN is used to build a representation of the visual context. A Bidirectional Recur-
rent Neural Network (BRNN) is used to encode the training phrases into a fixed repre-
sentation. To correlate visual representations with text, a multimodal space is trained 
using a max-margin objective function. Instead of a sophisticated recurrent language 
model, (Lebret et  al. 2015) presented an IC model based on phrase association. The 
model trains a bilinear multimodal space to associate visual characteristics with a set 
of relevant sentences. To generate captions, the sentences are combined with a genera-
tive statistical language model. Lin et al. (2015) used an IC architecture that includes a 
visual parser, generative grammar, and a text-producing algorithm to characterize the 
complex indoor images. The visual parser extracts the characteristics of the input image 
and builds a scene graph using feature extractors such as RGB histograms, SIFT, and 
others. The scene graph is divided into many semantic trees, from which the text gen-
eration algorithm constructs captions.

To learn the correlation between the multi-modalities, (Mao et  al. 2018) employed a 
log-likelihood function. An RNN is fed the visual context retrieved, that generates a 
description for the query image. To generate descriptions for clip-art images, (Gilberto 
et al. 2015) use abstract scenes and a Statistical Mechanical Translation (SMT) model. The 
model uses a Visual Dependency Grammar (VDG) to represent spatial relationships. To 
convey the major elements in the description, an ILP method is employed. Lebret et  al. 
(2015) employ a probabilistic multimodal architecture to associate visual properties with a 
collection of phrases. Ushiku et al. (2015) introduce a new phrase learning approach called 
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Common Subspace of Models and Similarity (CoSMoS). The strategy solves the problem 
of insufficient training samples while also reducing the complexity of multi-modality. The 
retrieval-based IC models are summarized in Table 4 based on different parameters.

5 � Deep learning‑based approaches

The machine-learning-based IC, discussed in Sect. 4, generates reasonable results on small 
datasets. However, because of the component-based design, performance degrades with 
complexity. Visual components in the template and retrieval-based models are trained to 
identify a few limited aspects. As a result, the system becomes biased, identifying just a 
subset of the enormous visual input. The use of hand-engineered feature extraction intro-
duces another constraint. Since attributes are handcrafted, the emphasis is on feature engi-
neering rather than genuine multi-modality training. Furthermore, template-based models 
are frequently difficult to analyze since the caption structures are predefined. Moreover, 
as the number of training samples and objects increases, the multimodal space gets more 
complicated. The deep learning-based IC overcomes these limitations by extracting fea-
tures implicitly and handling complexities better than traditional approaches. Additionally, 
deep learning-based object identification models such as CNN and sequential models such 
as RNN and LSTM produce accurate results when detecting objects and producing cap-
tions. Based on their architecture, deep learning-based IC models are classified into two 
kinds namely encoder-decoder models and attention-based models. We did not investigate 
alternative deep learning models, such as compositional architectures, hybrid architectures, 
and others, to keep the scope of this research limited.

5.1 � Encoder‑decoder‑based models

Machine translation systems influenced the encoder-decoder-based IC architecture. A 
machine translation system transforms a text sequence of one language into another. In 
these systems, a text sequence is encoded and decoded using an RNN. Inspired by this 
architecture, IC is also formulated as an encoder-decoder-based translation task. Both the 
encoder and decoder are trained jointly, and hence, these models are also called end-to-end 
models. Based on how these models learn multimodal correlations, they are divided into 
two categories namely multimodal encoder-decoders and visual space encoder-decoders. 
We explain both these kinds in Sects. 5.1.1 and 5.1.2.

Fig. 6   The architecture of a retrieval-based model (Hodosh et al. 2013)
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5.1.1 � Multimodal encoder‑decoder techniques

Multimodal encoder-decoders are an extension of retrieval methodologies in which neural 
models such as CNN and RNN encode and decode images. The overall design of multi-
modal encoder-decoder consists of four components: an encoder that includes both CNN 
and RNN, a multimodal space, and a decoder that incorporates sequential models such as 
RNN or LSTM.

The earlier work is done by Kiros et al. (2014). They use a multimodal logarithmic bilin-
ear function to predict word sequences conditioned on context vector as shown in Fig. 7. 
The logarithmic bilinear model can be considered a feed-forward neural network with a 
single hidden layer. Each word (w) of the vocabulary is represented using a D dimensional 
vector. The vocabulary set can be represented as {rw1, rw2 … , rwk} where rwi ∈ RD . If an 
input sequence of words (w1,w2,… ,wn−1) is given, the nth word prediction is calculated as 
illustrated in Eq. 1.

where Ci is D × D dimensional context matrix calculated over the previous n-1 words of 
the caption. To condition the predicted word over the visual context,they proposed two 
approaches namely Modality-based Log Bilinear model (MLBL-B) and Factored 3-way 
Log Bilinear Model (MLBL-F). Kiros et al. (2014) expanded on their work by developing 
the Structured Context Vector Neural Language Model (SC-NLM), which decodes multi-
modal representations of images and texts (Kiros et al. 2014). The image encoding is also 
improved by using VGG Net as an image encoder.

5.1.2 � Visual space encoder‑decoder techniques

The multimodal encoder-decoder models perform better than retrieval systems regarding 
ranking and IC. However, they cannot model long-term visual-language interactions. To 
overcome such constraints, visual space encoder-decoder approaches have been developed. 
In visual space encoder-decoder systems, the features are not projected into a multimodal 
space. Instead, the vector representations are passed to the language model separately. The 
general architecture of visual space encoder-decoder consists of two components namely 
image encoder and decoder.

Vinyals et  al. (2015) proposed an encoder-decoder model known as “Neural Image 
Caption”. The model directly maximizes the probability of associating the correct sen-
tence description with the query image by updating the framework parameters ( � ) using 
the relation shown in Eq. 2.

where I and S represent the (image, caption) training pair and �∗ represents the modified 
parameters of the framework after maximizing over the current training batch.

Wang et  al. (2018) proposed a bidirectional LSTM based IC model. Wang et  al. 
(2017) later expanded their work by presenting an IC system that creates captions in two 
phases. The skeleton sentence is constructed in the first step by recognizing objects in 
the image. The identified items are revisited in the second step, and their attributes are 

(1)rwn =

n−1∑

i=1

C(i)rwi

(2)�∗ = argmax�

�

(I,S)

logp(S‖I;�)
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produced. Ren et  al. (2017) proposed a reinforcement learning-based encoder-decoder 
model. The model has two subcomponents: policy network and value network. The for-
mer serves as the local guide, and the latter serves as the global guide. The sub-compo-
nents are aligned to predict the description sentences close to the ground truth captions. 
Dai et al. (2017) proposed an image captioning system based on Conditional Generative 
Adversarial Networks (CGAN). The model is divided into two sub-models: generative 
subcomponent and evaluation subcomponent. The former creates query images descrip-
tion phrases. The latter evaluates the generated sentences based on the semantic similar-
ity with the query image. Shetty et al. (2017) proposed a similar GAN-based IC model 
that generates multiple captions for a given query image. Liu et al. (2019) also proposed 
a Reinforcement Learning (RL) based IC model that uses policy gradient techniques 
instead of the traditional log-likelihood model to associate images with the captions.

The traditional encoder-decoder model uses LSTM based language models. LSTM 
cannot save visual information when generating long sentence descriptions. To over-
come this limitation, (Gu et  al. 2017) proposed to replace the LSTM-based language 
model with CNN. The CNN-CNN-based encoder-decoder model produces better results 
than the CNN-LSTM based models as they do not lose visual context while generating 
longer sentence descriptions. Aneja et  al. (2018) and Wang and Chan (2018) further 
improved the CNN-CNN IC framework by introducing an attention mechanism.

Jie et  al. (2021) discovered that the objective function utilized by present IC mod-
els conceals critical information to balance the error rates in training samples. They, 
therefore, introduce a unique global and local discrimination objective function for pro-
ducing more precise captions. The innovative objective function maintains a balance 
between repressed and salient information. Lingxiang et al. (2021) upgraded the visual 
framework of the IC model by employing a Graph Convolutional Network (GCN) to 
recognize visual context. The GCN incorporates both regional and grid-level informa-
tion that may be used to learn regional and global contexts. They also added a noise 
module, encouraging RNN to generate more descriptive and relevant captions. Yang 
et al. (2021) also adopt a structural development in which the LSTM inputs are adjusted 
to make the hidden states rely only on the visual context. As a result, the model elimi-
nates any bias if the last word created is predicted unrelated to the image. Zhang et al. 
(2021) added a linguistic update to the IC system by adding parts of speech information 
into the IC model. The model applies some grammatical rules to determine the next 
element of speech using which next word of the caption is predicted. The algorithm cre-
ates the next word of the caption based on the visual context and previously produced 
caption and parts of speech information. Zhao et al. (2021) presented a method to use an 
IC model in cross-domain. The knowledge of the model trained over existing modalities 

Fig. 7   The architecture of an encoder-decoder-based model (Kiros et al. 2014)
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and domains is transferred to the current domain using generalization and transfer learn-
ing techniques.

Several languages have no literary transcriptions and are spoken only. On the other hand, 
the IC model interprets knowledge associated with image regions with text. As a result, the 
present IC models are constrained by the requirement for textual transcriptions of the target 
caption language. Effendi et al. (2021) proposed building a description system that learns 
to describe the visuals in terms of audio output to tackle this complex challenge. Hossain 
et al. (2021) use synthetic data generation approaches to achieve more generic training of 
IC models. They produce synthetic images with a Generative Adversarial Network (GAN) 
and synthetic captions with an attention-based approach. The model trains itself to match 
relevant phrases with visuals of interest. Jiang et al. (2021) improved both the encoder and 
decoder components of the IC model by using a pre-layer norm transformer module on 
the encoder side to improve image features and a multi-gate attention block. Kastner et al. 
(2021) developed an innovative IC approach that produces length-controlled captions. The 
model also creates captions with quality control that the user can set. Using data augmen-
tation techniques, the model limits the caption lengths by substituting customized terms 
with generic phrases. Li et al. (2021) focused on the traffic-description domain and built an 
IC model that correctly detected all kinds of traffic objects and sceneries to make driving 
more interactive. The model analyses traffic scenes and generates suggestions for driving. 
The quantity of information collected from an image using IC models is modest, but it 
can be expanded. Min et al. (2021) investigated this IC area and developed a short tale IC 
approach. The model learns visual semantic alignment before creating skip-thought vectors 
from various stories. After that, the skip thought vectors are transformed into storyline sen-
tences. Almost all present IC models solely use images from digital cameras. On the other 
hand, (Jing and Li 2021) used a unique IC model to interpret optical Scanning Electron 
Microscope (SEM) images. The model learns to explain and produce explanations for the 
patterns visible in SEM images.

Yumeng et al. (2021) introduce a news captioning approach for creating individual-spe-
cific news captions. The model employs a Graph Neural Network (GNN) to comprehend 
the semantic context and create captions. The approach comprises news templates in which 
generic terms are later replaced by specific words such as individual and location names 
found in the images. Zhou et  al. (2021) similarly improve on the produced caption. The 
model substitutes the LSTM with a Gated Recurrent Unit (GRU), significantly improv-
ing caption quality. Bin et al. (2022) created an entity slot filling-based IC model using an 
image and a description that included some vacant slots to be filled.

Liu et  al. (2021) suggest a RL-based IC model in which a credit assignment-based 
score is awarded to each vocabulary word at every generation step. The created caption 
is seen as an agent, while the external data is the environment. Ben et al. (2022) proposed 
a self-learning architecture for IC that uses unpaired image and text descriptions to learn. 
The model operates in two parts, first generating the pseudo-image-sentence pairings and 
then optimizing the samples for the objective function. A comparative analysis of encoder-
decoder models is illustrated in Table 5.

5.2 � Attention‑based models

The encoder-decoder IC techniques adhere to the traditional machine translation design. 
While the classical technique structure works wonderfully for short translation sen-
tences, the accuracy decreases as the sentence length grows. A similar problem is seen 
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in IC systems. If the quantity of information in the image is modest, the model cre-
ates flawless captions. However, if the image is complicated, the produced captions lose 
sight of visual context. The incorporation of the attention mechanism in IC alleviates 
the above-mentioned problem. AIC systems concentrate exclusively on salient informa-
tion, ignoring the non-salient surroundings. Consequently, even if the image is complex 
or comprehensive, the model generates captions that just describe the salient contents. 
As a result, the AIC models produce more reasonable captions than earlier models. The 
attention mechanism may be introduced in a variety of ways, but the three most com-
mon are region-based attention, semantic attention, and hybrid attention.

5.2.1 � Region‑based attention techniques

The primary attention mechanism introduced in IC is region-based attention. Each query 
image is partitioned into equally sized image areas and at each time frame, the atten-
tion mechanism selects a new region to be attended. Xu et al. (2015) introduced region-
based attention in IC. The model differs from the classical encoder-decoder models in 
two major ways. First, instead of extracting a single feature vector, a total of L vectors 
are extracted from query image. Second, the model uses an attention-based function (�) 
to compute the context vector (ẑ) based on which RNN predicts the next word. Fig. 8 
depicts the architecture of region-based attention framework Xu et al. (2015).

Consider {s1, s2,… , sn} be the image regions to be attended by the attention function 
( � ) while generating the tth word. The context vector of the attended region is computed 
using the following two types of proposed attention mechanisms. 

	 i.	  Hard attention: In hard attention, only a single image region is attended at any given 
time frame. The context vector (ẑ) is dynamically updated as illustrated in Eq. 3. 

 where st,i is the region to be attended while generating the tth word of the caption. 
The st,i vector is one hot vector for hard attention as only a single image region is 
attended at each time frame.

	 ii.	  Soft attention: In soft attention, more than a single image region is attended at a given 
time frame. The context vector (ẑ) is dynamically updated as illustrated in Eq. 4. 

 where �t,i is determined by considering all previously attended image regions 
( s1,i, s2,i,… , st−1,i ) in addition to the region presently selected.

Pedersoli et  al. (2017) created a similar AIC approach that establishes an association 
between an image and semantic phrases. Liu et  al. (2017a) developed a quantitative 
evaluation score-based AIC technique that focuses attention at many regional levels.

5.2.2 � Semantic attention techniques

Semantic attention is a more advanced variant of region-based attention. Instead of splitting 
an image into regions, semantic attention attends to a collection of non-regular semantic 

(3)ẑt =
∑

i

st,i(ai)

(4)ẑt =

L∑

i=1

𝛼t,i(ai)
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areas. Attending such semantic regions makes the AIC system more precise and reliable 
while discussing salient contents. Jin et al. (2015) introduced the semantic attention tech-
nique in IC model. The model captures scene specific context and attends it while generat-
ing captions. A CNN extract feature vector for each visual area. The global context vector 
is extracted in addition to the feature vector. To create captions, the feature vectors, and 
context vectors are supplied in the LSTM decoder. Lu et al. (2017) suggested that attention 
may not be required for generating all the words of the caption. As a result of this research, 
a model based on selective attention is offered. The model implicitly determines whether 
or not to pay attention to the word currently being generated. Gan et al. (2016) developed 

Table 5   A table comparing encoder-decoder-based image captioning methods

Year Author(s) Architecture Visual model Language model Optimizer

2014 Kiros et al. (2014) Multimodal Alex Net LBL –
2014 Kiros et al. (2014) Multimodal Alex Net, VGG Net LSTM, SC-NLM –
2015 Vinyals et al. (2015) Visual space Google Net LSTM –
2016 Wang et al. (2018) Visual space Alex Net, VGG Net LSTM –
2017 Wang et al. (2017) Visual space Res Net LSTM –
2017 Ren et al. (2017) Visual space VGG Net LSTM –
2017 Dai et al. (2017) Visual space VGG Net LSTM –
2017 Shetty et al. (2017) Visual space Google Net LSTM –
2017 Liu et al. (2017b) Visual space Inecption-V3 LSTM –
2017 Gu et al. (2017) Visual space VGG Net Language CNN, 

LSTM
Adam

2018 Aneja et al. (2018) Visual space VGG Net Language CNN RMSProp
2018 Wang and Chan (2018) Visual space VGG Net Language CNN Adam
2020 Jie et al. (2021) Visual Space ResNet LSTM Adam
2020 Lingxiang et al. (2021) Visual space ResNet, Faster R-CNN LSTM Adam
2020 Yang et al. (2021) Visual space ResNet LSTM Adam
2020 Zhang et al. (2021) Visual space ResNet LSTM Adam
2020 Zhao et al. (2021) Visual space ResNet LSTM Adam
2021 Ben et al. (2022) Visual space RCNN LSTM Adam
2021 Bin et al. (2022) Visual space ResNet, Faster R-CNN, 

LSTM
LSTM Adam

2021 Liu et al. (2021) Visual space ResNet LSTM Adam
2021 Zhou et al. (2021) Visual space VGG-16 Bi-GRU​ Adam
2021 Yumeng et al. (2021) Visual space VGG-19 LSTM, Templates Adam
2021 Jing and Li (2021) Visual space VGG-16 LSTM SGD
2021 Min et al. (2021) Visual space RCNN GRU​ Adam
2021 Li et al. (2021) Visual space VGG-16 LSTM SGD
2021 Kastner et al. (2021) Visual space Faster R-CNN BERT –
2021 Jiang et al. (2021) Visual space Faster R-CNN Transformer Adam
2021 Hossain et al. (2018) Visual space DenseNet Bi-LSTM Adam
2021 Haque et al. (2021) Visual space Parallelized capsule 

network
Transformer Adam

2021 Effendi et al. (2021) Visual space ResNet Transformer Adam
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a semantic attention-based compositional network in which the LSTM parameters are con-
structed using the attended semantic notions. Tavakoli et al. (2017) studied human scene 
description abilities and created a salience-based semantic attention model. A framework 
for visual question answering and image captioning is created by Qi et al. (2017) which 
directly learns high-level semantic structures.

Yao et al. (2018) developed an attention model based on GCN that incorporates seman-
tic and spatial objects. The model first generates a graph of the observed visual contents 
and then develops a context vector using the GCN. The context vector is then fed to the 
LSTM decoder to generate captions. Lu et al. (2018) and Yang et al. (2019b) constructed 
a traditional slot filling-based attention technique, where semantic contents filled template 
slots for generating captions. Ke et al. (2019) recommended paying attention to the words 
to improve captioning. Huang et al. (2019) introduced a module that extends the traditional 
attention technique to identify the relevance between attention outcomes and queries. To 
improve captioning reliability, (Gao et al. 2019) presented a two-pass AIC model that lev-
erages an intentional residual attention network.

Wang et al. (2019) and Yao et al. (2019) built a hierarchical attention-based IC model 
that computes attention at multiple levels. Herdade et al. (2019) developed an object-rela-
tional transformer that directly contains information about the spatial relations between 
items identified through attention. Pan et  al. (2020) use a unified attention block that 
makes use of both spatial and channel-wise attention. Liu et al. (2019) suggested a global 
and local information exploration and distilling strategy for word selection that abstracts 
scenes, spatial data, and attribute level data. Zhou et al. (2020) provide improved multi-
modeling using parts of speech.

5.2.3 � Hybrid attention techniques

A hybrid attention model combines two or more attention types in a single framework. 
The hybrid attention makes a model more robust by leveraging the power of several atten-
tion techniques in a single framework. Learning a high-dimensional hybrid transformation 
matrix of the query image is proposed by Ye et al. (2018). The model implements hybrid 
attention techniques such as spatial, regional, and channel-wise attention using the trans-
formation matrix. Qin et al. (2019) introduced the look back approach, which incorporates 
prior attention input into the current time frame. Yang et al. (2019a) also implemented a 
similar auto-encoder model that incorporates the language inductive bias into the encoder-
decoder framework. Li et al. (2019) proposed an augmented transformer model to achieve 

Fig. 8   The architecture of an attention-based model (Xu et al. 2015)
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both vision-guided attention and concept-guided attention in a single framework. Wang 
et al. (2020) employed a memory mechanism-based attention method to simulate human 
visual interpretation and captioning skills. Sammani and Melas-Kyriazi (2020) proposed a 
unique IC strategy that uses the current training captions instead of creating novel captions 
from scratch. Jun et  al. (2020) developed a multi-modal transformer for image caption-
ing that captures both intra-modal and inter-modal interactions in a single attention block. 
Cornia et al. (2020) created a meshed memory transformer-based model for attention that 
employs both low and high-level visual information. Guo et al. (2020b) synthesize captions 
using a self-attention extension to overcome the limits of the transformer-based IC model. 
Wang and Gu (2021) went on to design a dynamic AIC model that generates captions with-
out ignoring function words. Regional feature vectors extracted by object detection net-
works (CNNs) offer extensive information about local regions but lack the global context 
required to establish the association between distinct semantic regions. In contrast, the con-
ventional grid-level features effectively maintain the global context. Luo et al. (2021) intro-
duced a novel Dual-Level Collaborative Transformer (DLCT) that incorporates both global 
and local feature vectors while generating captions. Using a unique Dual-Way Self Atten-
tion module, the DLCT integrates the global and regional contexts to incorporate spatial 
information into the visual input. Zhang et al. (2021) developed a Grid-Augmented module 
that boosts the assimilation of spatial features into the visual input to effectively counteract 
the loss caused by the flattening of visual context. In addition, they incorporated an adap-
tive attention module to distinguish between visual and non-visual keywords for efficient 
caption production. Fang et al. (2022) proposed a visual detector-free IC model utilizing 
a vision transformer that directly acts on the grid features, streamlining and accelerating 
the training process. Moreover, a novel Concept Token Network is coupled with the lan-
guage model to inject the semantic details into the caption. Wang et al. (2022) replaced the 
object detection encoder network with a SwinTransformer to extract the grid-level features 
from the input image. A refining encoder module refines the features before feeding them 
to the decoder for caption synthesis. Table 6 summarizes the AIC techniques over several 
attributes.

5.2.4 � Non‑autoregressive attention techniques

All the attention-based IC models discussed so far use an autoregressive captioning strat-
egy meaning that the new token is conditioned on the previously generated word and the 
dynamically chosen image feature vector. Even though this paradigm gets good outcomes, 
it wastes a lot of computational resources by limiting concurrency. Motivated by the cur-
rent paradigm of non-autoregressive machine translation frameworks that synthesize the 
whole translation simultaneously, the attention-based IC is also being framed using a simi-
lar methodology. Non-autoregressive attention-based models use a novel training paradigm 
in which the loss function is optimized to simultaneously learn the whole caption. Guo 
et al. (2020a) introduced one of the earliest attention-based non-autoregressive IC frame-
works with a novel training approach of Counterfactual-Critical Multi-Agent Learning to 
optimize directly on captions rather than individual words. To improve the performance 
of their non-autoregressive model, they additionally incorporated vast amounts of unla-
beled data. Fei (2021) argued that utilizing solely the non-autoregressive method results in 
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tokens that are duplicated or incomplete. As a consequence, they suggest a technique that is 
partially non-autoregressive and treats the caption as a series of concatenated word group-
ings. Each group formed is considered a separate entity and is thus processed simultane-
ously. Utilizing word groups combines the sequential aspect of the caption with the ability 
to work concurrently.

6 � Application‑specific image captioning

The potential uses of IC are diverse, necessitating a review of their application areas as 
well. General-purpose Image Captioning (GIC), Medical Image Captioning (MIC), and 
Remote Sensing Image Captioning (RSIC) are the three primary application areas of IC, 
as shown in Fig. 4. The GIC is so named because the images utilized in these approaches 
are often generic images of our surroundings, people, and animals. Furthermore, the pro-
duced descriptions are of little vital importance, and hence these models explain contents 
with flexibility. However, the MIC and RSIC are employed in critical and security appli-
cations. The GIC frameworks are currently being implemented in both English and non-
English languages. All the models discussed thus far in Sects. 4 and 5 are examples of 
GIC frameworks producing English captions. The non-English-based implementations of 
GIC are discussed separately in Sect. 6.3 since its datasets differ from those of the English 
GIC frameworks. Additionally, the pre-processing stages, vocabulary size, and word tokens 
also vary between English and non-English captioning. As a result, a direct comparison 
between these two captioning categories is not possible.

6.1 � Medical image captioning

Hou et al. (2021) created a chest x-ray report-generation using deep learning. The model 
is tuned for diagnostic accuracy and linguistic fluency, both lacking in prior efforts. The 
model employs a reinforcement learning-based training approach to learn the inter-mod-
ular relationships. Park et al. (2021) conduct a similar investigation to determine which 
feature representations and decoder algorithms are optimal for captioning medical 
x-ray images. They concluded that the transformer-based decoder outperformed LSTM 
approaches for captioning x-ray images. Table 7 summarizes the MIC approaches. MIC 
frameworks are presently only producing English captions since most MIC datasets are 
proprietary and unavailable to the public. In the future, however, medical databases may 
be translated into other languages, allowing the captioning of medical images in lan-
guages other than English.

6.2 � Remote sensing image captioning

Hoxha et al. (2020) emphasized Remote Sensing (RS) images’ visual properties to cre-
ate a RSIC framework that generates accurate descriptions for the given query images. 
Cheng et  al. (2021) leveraged attention mechanism to create a similar cross-domain 
multi-modal retrieval framework for RS images. Wang et al. (2020) proposed a retrieval 
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Table 6   A table comparing attention-based image captioning methods

Year Author(s) Attention type Image encoder Language decoder Optimization

2015 Xu et al. (2015) Region VGG Net LSTM RMSProp, Adam
2015 Jin et al. (2015) Semantic VGG Net LSTM Adam
2017 Lu et al. (2017) Semantic ResNet LSTM Adam
2017 Gan et al. (2016) Semantic ResNet LSTM Adam
2017 Pedersoli et al. 

(2017)
Region VGG Net RNN Adam

2017 Tavakoli et al. 
(2017)

Semantic VGG Net LSTM –

2017 Liu et al. (2017a) Region VGG Net LSTM Adam
2017 Qi et al. (2017) Semantic VGG Net LSTM –
2018 Yao et al. (2018) Semantic RCNN LSTM Adam
2018 Ye et al. (2018) Hybrid ResNet LSTM Adam
2018 Lu et al. (2018) Semantic RCNN LSTM Adam
2019 Ke et al. (2019) Semantic RCNN LSTM –
2019 Qin et al. (2019) Hybrid RCNN LSTM Adam
2019 . Huang et al. 

(2019)
Semantic RCNN LSTM Adam

2019 Wang et al. (2019) Semantic RCNN, ResNet LSTM Adam
2019 Yao et al. (2019) Semantic RCNN LSTM Adam
2019 Yang et al. 

(2019b)
Hybrid ResNet LSTM Adam

2019 Wang et al. (2019) Semantic RCNN LSTM Adam
2019 Yang et al. (2019a) Semantic RCNN LSTM Adam
2019 Herdade et al. 

(2019)
Semantic RCNN Transformer Adam

2019 Li et al. (2019) Hybrid VGG Net Transformer Adam
2020 Pan et al. (2020) Semantic RCNN, ResNet LSTM Adam
2020 Liu et al. (2019) Semantic RCNN LSTM Adam
2020 Wang et al. (2020) Hybrid RCNN Bi-LSTM Adam
2020 Sammani and 

Melas-Kyriazi 
(2020)

Hybrid RCNN LSTM Adam

2020 Zhou et al. (2020) Semantic RCNN LSTM Adam
2020 Jun et al. (2020) Hybrid RCNN Multimodal Trans-

former
Adam

2020 Cornia et al. 
(2020)

Hybrid RCNN, ResNet Transformer Adam

2020 Guo et al. (2020b) Hybrid RCNN Transformer Adam
2020 Guo et al. (2020a) Non-Autoregres-

sive
RCNN Transformer Adam

2021 Wang and Gu 
(2021)

Hybrid RCNN LSTM –

2020 Fei (2021) Non-Autoregres-
sive

RCNN Transformer –

2021 Luo et al. (2021) Hybrid RCNN Transformer Adam
2021 Zhang et al. (2021) Hybrid ResNet Transformer Adam
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topic-based RSIC technique in which the complicated job of RSIC is performed in two 
steps. First, the RS image topics are identified. Second, a descriptive phrase for the 
image is generated.

The variety and alignment scales of objects in different viewpoints are among the 
most severe challenges in RSIC. Huang et al. (2021) devised a de-noising approach for 
visual feature extraction to address this issue. According to Li et al. (2021), the cross-
entropy objective function employed by earlier RSIC frameworks attempts to train the 
model to predict the following word with exact probability only. However, there may be 
a variety of synonyms that can be used instead of other terms-as a result, training the 
model to predict only a specific word causes the system to be overtrained. They offer a 
unique truncation cross-entropy objective function that avoids the overfitting problem 
to address this issue. Ma et al. (2021) used multiscale and multifeat attention in RSIC 
to realize the notion of attention-based IC in RS. Yuan et  al. (2020) build a similar 
attention-based framework by introducing multi-head and multi-level attention to the 
RSIC framework using GCN. Sumbul et al. (2021) generated a unique summary of all 
the captions linked with the image, resulting in a single description with no repetitive 
information. As a result, the model only trains using the essential information offered in 
the captions. Wang et al. (2021) initiated the explain ability in RSIC’s encoder-decoder 
structure for more meaningful descriptions. Table 8 summarizes the RSIC models over 
various parameters. We were unable to identify any RSIC framework capable of produc-
ing captions in non-English languages at the time this study was conducted. However, 
such RSIC frameworks may be developed in the near future.

6.3 � Non‑English image captioning

Researchers are now more focused on non-English image captioning. Captions in lan-
guages other than English are generated by the non-English IC models. The non-Eng-
lish IC discipline is now one of the most active research areas. Non-English IC systems 
are in high demand these days since many individuals do not understand English. As a 
result, non-English IC systems may be extremely beneficial when integrated with other 
application fields such as traffic description systems, news captioning, medical image 
captioning, and remote sensing image captioning. In the future, a significant amount 

Table 6   (continued)

Year Author(s) Attention type Image encoder Language decoder Optimization

2022 Fang et al. (2022) Hybrid Vision Trans-
former

Transformer Adam

2022 Wang et al. (2022) Hybrid Swin Transformer Transformer Adam

Table 7   A table comparing medical image captioning methods

Year Author(s) Type Visual model Language model Optimizer

2021 Hou et al. (2021) Medical report generation ResNet LSTM Adam
2021 Park et al. (2021) Medical image  captioning ResNet Transformer Adam
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of research will indeed be conducted focusing on building frameworks and datasets for 
non-English IC.

Miyazaki and Shimizu (2016) constructed “YJ Caption 26K Dataset”, the first non-
English caption dataset. YJ Caption 26K is a Japanese version of the MS-COCO dataset 
in which captions are collected from crowdsourcing. To find the best way to describe an 
image in the Japanese language, (Miyazaki and Shimizu 2016) compared three learn-
ing techniques, i.e., monolingual, alternative, and transfer learning. Their research 
found that the transfer learning technique is the best way to generate a Japanese cap-
tion. Yoshikawa et  al. (2017) developed “STAIR Caption”, a Japanese caption dataset 
also based on MS-COCO. STAIR Caption is the largest Japanese image caption dataset. 
Yoshikawa et  al. (2017) compared their model trained with the STAIR Caption data-
set against machine-translated dataset. Tsutsui and Crandall (2017) used the YJ caption 
26K dataset for multilingual image captioning.

To generate Chinese caption,  (Li et al. 2016) collected image descriptions of Flicker 
8K images from three sources, i.e., crowdsource, machine translator, and human transla-
tor. Li et al. (2016) found out that the model trained with machine-translated captions 
outperforms the model trained with the human-translated caption, and the model trained 
with crowdsource caption is at the top in terms of accuracy. Lan et al. (2017) proposed 
a “Fluency guided framework” where they developed fluent machine-translated image 
descriptions by editing non-fluent machine-translated sentences manually. Li et  al. 
(2019) developed the “COCO-CN” dataset, the Chinese version of the MS-COCO data-
set collected from crowdsourcing.

Other than Japanese and Chinese captioning, little research has been done to gener-
ate image descriptions in German (Elliott et al. Elliott et al. 2015)), Dutch (Miltenburg 
et al. van Miltenburg et al. 2017)), French, and Spanish language.

Kaur et al. (2021) implemented a deep learning-based Punjabi language image cap-
tioning system. The model consists of an encoder-decoder structure. VGG Net is used 
to extract image features, and the extracted features are fed to the LSTM states. The lan-
guage model generates captions in the Punjabi language.

Rathi (2020) implemented a deep learning-based image captioning model for the 
Hindi language. Rathi (2020) first converted the English Flickr 8K dataset to Hindi using 
google translator. The model consists of an attention-based encoder-decoder model where 
a ResNet is used to extract image features. The extracted feature vectors are fed to the 
language model to generate captions in the Hindi language. Dhir et  al. (2019) manually 

Table 8   A table comparing remote sensing image captioning methods

Year Author(s) Visual model Language model Optimizer

2020 Hoxha et al. (2020) ResNet mRNN –
2020 Huang et al. (2021) VGG-16, ResNet LSTM Adam
2020 Li et al. (2021) VGG-16, AlexNet, ResNet, GoogleNet LSTM Adam
2020 Ma et al. (2021) ResNet LSTM Adam
2020 Sumbul et al. (2021) ResNet, DenseNet LSTM SGD
2020 Wang et al. (2020) VGG-16 LSTM Adam
2020 Wang et al. (2021) VGG-16, AlexNet, ResNet, GoogleNet Transformer Adam
2020 Yuan et al. (2020) ResNet,GCN LSTM Adam
2021 Cheng et al. (2021) ResNet,Inception V3 Bi-GRU​ –
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annotated the MS-COCO dataset to Hindi captions. Using this novel Hindi-based MS-
COCO dataset, (Dhir et al. 2019) implemented an attention-based Hindi image captioning 
model. ResNet is used to extract image features, and LSTM based language model gener-
ates the Hindi image captions. Dhir et al. (2019) extended their initial work in Mishra et al. 
(2021) by implementing a transformer-based Hindi image captioning model.

7 � Benchmark datasets

Image captioning, being one of the active research areas of artificial intelligence, is 
presently getting extensively investigated. Visual models, linguistic models, and mul-
timodal couplings are all making inroads into the developmental study. The datasets 
on which IC models are trained are vital to their efficiency. Because the efficiency of 
deep learning approaches is proportional to the number of training instances, datasets 
are essential for robust model training. Several benchmark image captioning datasets are 
now available for training and evaluation. Both the quantity and quality of these data-
bases have grown over time. Regularly, new and specialized datasets are delivered. The 
benchmark datasets used in image captioning are summarized in Table 9. 

	 i.	 IAPR TC-12: IAPR TC-12 Grubinger et al. (2006) is a primarily gathered collection of 
around 20,000 images, with 1-5 captions for each image. The images depict a diverse 
visual array of people, animals, and landscapes, among others.

	 ii.	 PASCAL 1K: One of the early benchmark datasets used in image captioning was PAS-
CAL 1K Rashtchian et al. (2010). The collection contains 1,000 images, each with 
five captions. The dataset is made up of lots of mixed visual scenes from PASCAL 
VOC that include humans, animals, and their surroundings.

	 iii.	 SBU captioned dataset: The images received in response to the input text queries 
on Flick.com produces the SBU captioned dataset Ordonez et al. (2011). A total of 
1,000,000 images were obtained, which included a variety of visual scenarios. These 
retrieved images are filtered out, and only the precise images are used in the dataset. 
Each image is accompanied by one caption.

	 iv.	 Flickr 8K: Flick 8K Hodosh et al. (2013) is a collection of 8000 images of people and 
animals gathered from the website flick.com. There are five captions for each of these 
images. The training set contains 6,000 images, while the test and validation sets each 
contain 1,000 images.

	 v.	 Flickr 30K: Flickr 30K Gong et al. (2014) consists of 30,000 images downloaded 
from Flickr.com with 5 captions per image. There are a total of 158K captions, and 
276,000 manually annotated bounding boxes matching each object.

	 v.	 MS-COCO: MS-COCO (Microsoft-Common Objects in Context) Lin et al. (2014) 
is the most often used benchmark image captioning dataset. The dataset contains 
328,000 images of every day’s complicated actions with a total of 91 item types. Each 
image has five captions. Several image captioning challenges are being run on this 
dataset.

	 vi.	 Visual Genome: The Visual Genome dataset Krishna et al. (2017) differs from the 
others in that it includes captions for each section or scene of the images. The dataset 
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contains about 108,249 images with 35 objects, 26 characteristics, and 21 pairwise 
relationships between items.

	vii.	 Instagram dataset: Park et al. (2017) created and employed the Instagram Dataset 
in their IC model that predicts post description and hashtags. The dataset consists 
of 10,000 Instagram photographs, the majority of which are of celebrities. There are 
1.1K post descriptions and 6.3K hashtags in the dataset.

8 � Evaluation metrics

Many evaluation metrics are used to assess the performance of image captioning systems, 
such as comparing produced captions to reference captions based on n-gram sequences, 
semantic meaning, morphological similarity, and other factors. The following metrics are 
frequently employed in the evaluation of image captioning. 

	 i.	 BLEU: The BLEU Papineni et al. (2002) (Bilingual Evaluation Understudy) metric 
is a modified precision metric used to assess the quality of the machine-translated 
text. Individual n-grams from the produced captions are compared to a collection of 
reference captions, and scores are computed. The BLEU score is calculated as the 
number of n-grams found in both produced and reference captions.

	 ii.	 METEOR: METEOR Banerjee and Lavie (2005) (Metric for Evaluation of Transla-
tion with Explicit Ordering) is a more sophisticated accuracy and recall-based metric. 
METEOR considers the morphology of words while matching n-grams. The metric 
computes unigram matches at multiple levels, including exact match, porter stem 
match, and synonyms. After calculating all such matches, the accuracy, recall, and 
F-Mean are determined as described in Eqs. 5, 6, and 7

Table 9   A table comparing benchmark image captioning datasets

Year Author(s) Dataset Images Captions Scenes Image source

2006 Grubinger et al. 
(2006)

IAPR TC-12 20000 1-5 Mixed Primary collected

2010 Rashtchian et al. 
(2010)

PASCAL 1K 1000 5 Mixed PASCAL VOC

2011 Ordonez et al. 
(2011)

SBU dataset 1000000 1 Mixed Flickr.com

2013 Hodosh et al. 
(2013)

Flickr 8K 8092 1-5 People and ani-
mals

Flickr.com

2014 Gong et al. (2014) Flickr 30K 31783 5 People and ani-
mals

Flickr.com

2014 Lin et al. (2014) MS-COCO 328000 5 Mixed Web
2017 Krishna et al. 

(2017)
Visual Genome 108249 1-5 Mixed Web

2017 Park et al. (2017) Instagram dataset 10000 – People Instagram
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 The METEOR is computed using the above-mentioned parameters as illustrated in 
Eq. 8. 

	 iii.	 ROUGE: ROUGE Lin (2004) (Recall Oriented Understudy for Gisting Evaluation) 
is a machine translation evaluation that is based on recall. ROUGE has several vari-
ants, including ROUGE-N (calculated over n-grams), ROUGE-L (longest common 
sub-sequence), and ROUGE-W.

	 iv.	 CIDEr: CIDEr Vedantam et al. (2015) (Consensus-based Image Description Evalua-
tion) compares the resemblance of a produced caption to human-written ground truth 
captions. CIDEr takes into account the concepts of grammar, saliency, accuracy, and 
precision. CIDEr is computed as shown in Eq. 9. 

 where wn is the n-gram size, ci is the candidate caption produced by the IC frame-
work and Si indicates the set of ground truth captions for the query image.

	 v.	 SPICE: Because traditional n-gram assessment measures are susceptible to overlaps, 
SPICE Anderson et al. (2016) (Semantic Proportional Image Captioning Evaluation) 
is a unique image captioning metric. SPICE analyses captions by taking the semantic 
information of the image into account. SPICE creates a scene graph of both the refer-
ence and produced captions to match their semantic contents.

	 vi.	 WMD: The WMD Kusner et al. (2015) (Word Mover’s Distance) measures the dis-
similarity between the generated and the ground truth captions by exploiting the 
multimodal vector embedding spaces, as opposed to the other evaluation metrics that 
directly rely on n-gram matches. WMD is the minimum distance that the embedded 
word representations of one sentence must travel to reach the embedded word rep-
resentations of another sentence. Suppose an IC framework with an n-dimensional 
multimodal vector embedding space is trained on a word vocabulary of size ‘d’. 
Let P = {p1, p2, p3,… , px} and G = {g1, g2, g3,… , gy} be the predicted and ground 

truth captions respectively such that {P,G} ∈ ℝ
d∗n . The overall dissimilarity between 

the generated and ground truth captions is computed using the Euclidean distance 
between the multimodal embeddings of the words as indicated in Eq. 10. 

(5)Precision(P) =
Unigrams common in reference and system translation

Total number of unigram in system translation

(6)Recall(R) =
Number of unigramin system translation

Total number of unigram in reference translation

(7)FMean =
10PR

R + 9P

(8)METEOR = FMean ∗ (1 − Penalty)

(9)CIDEr(ci, Si) =

N∑

n=1

wnCIDErn(ci, Si)

(10)Dissimilarity(P,G) =

x�

i=1

min(

y�

j=1

(‖pd
i
− gd

j
‖2))
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9 � Open research challenges

Deep learning-based IC has advanced rapidly in recent years. Our examination shows 
that the IC field is still improving. The researchers must concentrate on the undeveloped 
aspects of IC for more efficient and reliable results. Although the IC is currently facing 
a variety of issues, the following are the most critical. 

	 i.	 High dimensionality and complexity: Image captioning requires both image and text-
based labeled data for training. Since the input training data is very complicated with 
several characteristics and features, the total complexity of the model is very high. 
Deep learning-based models, on the other hand, require a large dataset to train a 
model with high efficiency. However, with the increase in the training instances, the 
complexity increases further. Thus, one of the major challenges in image captioning 
is to increase the dataset size while keeping the model training overhead stable.

	 ii.	 Inefficiency when generating extended sentences: The inclusion of RNN in language 
models causes sequential information to degrade over time. LSTMs solved the vanish-
ing and exploding gradient problems, however, a similar issue arises when creating 
prolonged captions. While generating lengthier descriptions, the semantic information 
contained in the context vector decays. The retention of semantic information while 
generating extended descriptions is another major research challenge of IC.

	 iii.	 Limited accuracy and efficiency in real-time situations: Image captioning, being a 
semi-developed field, has a lot of room for improvement in terms of efficiency and 
reliability of generated captions. There are a limited number of visual scenes and enti-
ties in the datasets that train IC models. As a result, when captioning real-time images, 
such IC systems usually provide erroneous descriptions. Vital applications, such as 
medical captioning and remote sensing captioning however need precise descriptions. 
As a result, one of the key research concerns in IC is training more robust models for 
real-time circumstances.

	 iv.	 Attention misinterpretation: IC attention mechanisms are still distant from the extraor-
dinary human vision system. In many circumstances, the attention mechanism sees 
background features as prominent and attempts to focus more on them. As a result, 
the produced descriptions are unreliable since they describe irrelevant information. 
Thus, another important research issue in IC is to limit the attention misinterpretation 
to focus only on the salient information.

	 v.	 Scarcity of application-specific datasets: As per the review, there is a paucity of image 
captioning datasets. There are few reliable datasets available for general-purpose 
image captioning. However, the quantity of data available for training in application-
specific domains, such as medical captioning (Hou et al. 2021; Park et al. 2021) and 
remote sensing captioning (Hoxha et al. 2020; Cheng et al. 2021; Wang et al. 2020), 
is currently insufficient. As a result, the research community must concentrate on the 
collection of such application-specific datasets that will assist future academics in 
developing efficient models.

	 vi.	 Limited use of modern deep learning techniques: Image captioning gradually evolved 
from handcrafted feature extraction-based processes to contemporary deep learning-
based systems. The CNN and LSTM-based deep learning models are used in the 
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present encoder-decoder architecture of image captioning. While this model produces 
excellent results, combining it with more sophisticated and innovative deep learning 
approaches like transformers and graph convolutional networks produces more effi-
cient outcomes. As a result, adopting these advanced deep learning techniques in IC 
remains a challenge for the future.

	 v.	 Lack of non-English IC framework in MIC and RSIC: Currently, the non-English IC is 
implemented exclusively in the GIC domain. However, such frameworks may be quite 
beneficial for assisting the general audience that does not comprehend English. Thus, 
implementing non-English captioning with reliable efficiency in various application 
domains such as medical and remote sensing is an open research challenge in the area 
of image captioning.

	 vi.	 Scarcity of non-English image captioning datasets: As mentioned in Sect. 6.3, there 
are merely a few datasets published for non-English languages such as Japanese, Chi-
nese, Hindi, and Punjabi. However, since contemporary deep learning approaches are 
data-driven, they require more data for efficient training. Accordingly, expanding the 
current datasets and producing novel non-English IC datasets is a significant research 
obstacle that needs to be addressed in the future.

	vii.	 Deficiency of interlanguage knowledge transfer techniques:English-based IC frame-
works are revolutionary and produce trustworthy captions. However, non-English IC 
frameworks have low reliability. Therefore, researchers must develop techniques for 
information transfer so that the English-trained models may be utilized to train other 
language-based IC frameworks. Such solutions will further enhance the foundations 
for non-English captioning.

10 � Conclusions

This study provides a comprehensive review of IC methodology as well as cutting-edge 
IC techniques. The major IC approaches are broadly classified based on the underlying 
architecture and application areas. Our research demonstrates that deep learning techniques 
contribute significantly to IC. This is because deep learning-based frameworks offer higher 
learning accuracy. Medical image captioning and non-English image captioning models 
are two of the domains that have received the least attention. Few models in non-English 
languages have been constructed, but they require additional modification to perform bet-
ter. The concept of the attention mechanism, which enhances semantic attentiveness while 
producing captions, has recently been introduced. In the future, the IC may be investigated 
in additional application areas like security, robotics, and social media, to name a few. For 
more accurate image captioning, innovative deep learning approaches like transformers 
and GCN may be used.

Appendix

See Tables 10, 11, 12 
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